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Abstract

Images of document pages have different charac-
teristics than images of natural scenes, and so the
sharpness measures developed for natural scene im-
ages do not necessarily extend to document images
primarily composed of text. We present an efficient
and simple method for effectively estimating the sharp-
ness/blurriness of document images that also performs
well on natural scenes. Our method can be used to
predict the sharpness in scenarios where images are
blurred due to camera-motion (or hand-shake), defo-
cus, or inherent properties of the imaging system. The
proposed method outperforms the perceptually-based,
no-reference sharpness work of [1] and [4], which was
shown to perform better than 14 other no-reference
sharpness measures on the LIVE dataset.

1. Introduction

As the number of digital photos increases, automatic
assessment of the perceived quality becomes more im-
portant for search and automatic selection, as well as
for feedback during capture and possible automated en-
hancement. For image search the sharpness (or measure
of best focus) can be an important attribute in ranking
the retrieved results. In automatic creation of photo-
books, sharpness can be used to select the least blurry
of several similar images; and the size of images can be
scaled so that blurrier images are smaller.

With increasing quality of cameras on mobile de-
vices, taking photos of document pages as an alterna-
tive to scanning is becoming more feasible. However,
estimating the sharpness of photos of text is not well ad-
dressed by current sharpness measures. From the user
perspective, it is often difficult to determine whether a
photo is focused on a small mobile screen, so a real-
time method for estimating sharpness directly over the
entire field of view would be useful.

Figure 1. Motion and out-of-focus blur

When capturing an image, there are different causes
of blur. Figure 1(a) illustrates blur due to the motion of
camera relative to the object. When objects in a scene
are at different distances from the camera lens, some
parts of the image may be blurrier than others. This is
especially evident when taking close-ups, as shown in
Figure 1(b). Small, high-resolution cameras in smart-
phones are more susceptible to these distortions due to
their light-weight and single-hand usage, which make
them difficult to hold sufficiently steady.

Most sharpness measures have been developed and
tested on images of natural scenes, and the best per-
forming no-reference measures are based on edge-width
[1]. However, these measures are somewhat coarse for
images of text. Text is usually composed of sharp edges
with high contrast, and many of the edges span only few
(≤ 3) pixels. For smaller fonts, the text pixels may be
so close together, such as between the vertical strokes
in the letter ‘m’, that the true background is not evi-
dent. Thus, sharpness measures based on counting pix-
els to compute edge-width may incorrectly estimate the
sharpness in these cases.

We propose a local grayscale-based method for ef-
fectively estimating the sharpness of images composed
primarily of text, which also performs well on natural
scenes. Like previous perceptually-based approaches
[1, 3, 4], our method is based on estimating the sharp-
ness of edges, but instead of computing edge-width,
we estimate the changes in grayscale (luminance) val-
ues that are observed at an edge. We use this estimate
to classify an edge-pixel as sharp or blurred. Others
have noted that only the horizontal direction is adequate
for computing sharpness [1, 3], but we observed bet-



Figure 2. Blur width measured in pixels.

ter performance for document images by combining es-
timates in both the horizontal and vertical directions.
We attribute this to the frequent horizontal and vertical
strokes in text. Our experiments with a corpus of docu-
ment images show that the performance of our method
is better than earlier perceptually-based models. Addi-
tionally, our method is significantly faster than previous
methods, which is important if the method is to run on
a mobile phone.

2. Sharpness Estimation
Figure 2 illustrates that measuring edge-width by

counting pixels is only a rough estimate of sharpness.
We simulate blurring in a row of pixels in a captured
digital image using a step function convolved with a
Gaussian window of length 5. To model the digitiza-
tion of an analog signal, the values in windows of size
four are averaged to produce the values shown in the
figure. The step function is shown as a dotted line and
the four solid lines correspond to the results when the
Gaussian window is shifted with offsets of 0, 1, 2, and
3. Note that the edges are two (red, turquoise, purple) or
three (green) pixels in width, and that for a given width,
the sharpness of the edge varies. Thus the edge width
may have a different value depending on the location of
the underlying edge during digitization, and using edge
width as a measure of sharpness is only a rough esti-
mate.

2.1 4DoM
From Figure 2, we note that blurred edges are some-

what complicated. We assume an underlying edge is
non-linear and can be modeled by a non-parametric
model, such as the ‘difference of differences’ that can
model changes in the direction of a line. From this
model we derive a measure that captures whether the
slope changes quickly, a characteristic of sharp edges.
We propose to use difference of differences in grayscale

Figure 3. Illustration of proposed 4DoM.

values of a median-filtered image (4DoM) as an in-
dicator of edge sharpness. Median filtering is used to
smooth variations due to noise while preserving edges.
We compute 4DoM separately for horizontal and ver-
tical directions. In the x (horizontal) direction, 4DoM
is:

4DoMx(i, j) = [Im(i+ 2, j)− Im(i, j)]−
[Im(i, j)− Im(i− 2, j)] (1)

where Im(i, j) is the grayscale value of a pixel located
at (i, j) in an image that has been median-filtered. We
use differences with an offset of two which is more
robust to intensity variations. The change in slope,
4DoM , will be greater for sharp edges, because sharp
edges transition to and from a larger slope more quickly.
The absolute value of the difference of differences is
taken, since we only care whether the slope changes
quickly.

To relate the difference of differences to edge-width,
we note that edge-width is inversely proportional to
slope. The change in slope, 4DoM , is a discrete ver-
sion of the second derivative. Thus, by integrating the
second derivative, or for our discrete model, summing
4DoM over a window of size 2w+1, we have a mea-
sure that is inversely proportional to edge-width w(ei):

∑
i−w≤k≤i+w

|4DoMx(k, j)| ∝
1

w(ei)
(2)

Since the width of noticeable blur decreases as con-
trast increases [1], we need to normalize the quantities
by the contrast at the edge. The contrast is estimated us-
ing the same window of size 2w+1 as used for4DoM,
around each identified edge at pixel (i, j):

C =
∑

i−w≤k≤i+w

|I(k, j)− I(k − 1, j)| (3)

where I(k, j) is the value of a pixel located at (k, j) in
the image.



2.2 Estimating Overall Sharpness
Sharpness estimation is performed separately in the

x and y directions. To identify edges quickly, the image
is first smoothed with a 1-D filter ([ 12 0

−1
2 ]) in either

the x or y direction. The location of absolute values
greater than a threshold are chosen to identify probable
edge pixels. We use a threshold of 0.0001 after normal-
izing by the maximum value in the filtered image. The
normalized estimate at each edge-pixel ei is computed,
and the pixel is classified as sharp if it is greater than a
pre-defined threshold T.

The sharpness Sx(i, j) in the x-direction at a pixel
located at (i, j) in an image is computed as the ratio of
Equations 2 and 3:

Sx(i, j) =

∑
i−w≤k≤i+w |4DoMx(k, j)|∑

i−w≤k≤i+w |I(k, j)− I(k − 1, j)|
(4)

Figure 3 illustrates the value of Sx(i, j) at a fixed
location in a reference image and one of its blurred ver-
sion from LIVE dataset. The ratio exhibits a high value
at sharp locations and low values at blurred locations.
A similar computation is done to obtain Sy(i, j) in the
y-direction. In order to compute the sharpness of an im-
age, the sharpness estimates at each edge-pixel need to
be combined. The sharpness in one direction (i.e., x or
y) for either a region or the entire page is computed as:

Rx =
#sharpP ixelsx
#edgeP ixelsx

, Ry =
#sharpP ixelsy
#edgeP ixelsy

(5)

The sharpness in the x and y directions are combined
using a Frobenius-norm to obtain the sharpness for
image:

SI =
√

R2
x +R2

y (6)

The maximum value of SI is
√
2 when all the edge-

pixels in both directions are detected as sharp.

3. Experimental Results
Datasets and Evaluation: To test how our proposed
method performs on scene images as well as document
page images, evaluations were performed using two
freely available image quality datasets, LIVE [5] and
CSIQ [2], and a dataset of document page images (Doc-
Sharp). We evaluated on the Gaussian-blurred subset of
LIVE (174 images) and CSIQ (150 images) datasets.
We used the MOS (Mean Opinion Score) provided for
the LIVE dataset by [1] for each image and the DMOS
(Difference in Mean Opinion Score) provided by the
CSIQ dataset for each image. The MOS and DMOS

Table 1. Correlation and monotonicity
JNB CPBD Q 4DoM

Spearman
DocSharp 0.43 0.31 0.65 0.63

LIVE 0.84 0.94 0.59 0.89
CSIQ 0.77 0.89 0.72 0.84

Pearson
LIVE 0.83 0.91 0.64 0.87
CSIQ 0.81 0.88 0.77 0.86

scores indicate the average of user estimates of image
blurriness.

To construct the DocSharp corpus, we asked smart-
phone users to submit five different shots of a docu-
ment page. The page images were taken from mag-
azines and technical articles varying in viewing angle
and distance from the document. A total of 27 × 5 =
135 images, primarily from iPhone and Android, were
collected. We asked the workers at Amazon’s Mechani-
cal Turk to identify the sharper (most in focus) image of
a pair of images. We used standard controls to gauge ac-
curacy and obtained 21−25 judgements per image-pair
with an average agreement of 85.7% among workers.

We evaluated and compared our method against
the top-performing (perceptually-based) methods of
JNB[1], CPBD[4] and against the gradient-based
method of Q[6]. We used MATLAB implementation
provided by each of the authors for comparing against
our MATLAB implementation. Three evaluation mea-
sures were used: (1) the Spearman correlation to mea-
sure how well the rank assigned by the sharpness mea-
sures correlate with the ranked MOS/DMOS values (2)
the Pearson correlation to measure how well the sharp-
ness measures correlate to MOS/DMOS values and (3)
average accuracy in predicting the sharper image of a
pair of images. In evaluating the pair-wise accuracy of
4DoM, cross-validation was used where the images of
one page were held out for testing and the parameter
values w and T were set using the rest of the images.
The most frequent optimized values for w and T were
used to compute the scores for all images in a dataset
when evaluating correlation performance.
Results and Discussions: Table 1 shows the results
of Spearman rank order correlation and Pearson cor-
relation for the three datasets. A higher correlation
value represents the method’s ability to score/rank im-
ages across different pages or scenes. A good correla-
tion score is needed for applications such as determin-
ing whether a captured image is sharp enough to keep or
should be retaken, or which photos should be reduced in
size during automatic photobook creation because they
are not sharp. The Q scores do not correlate well with



Table 2. Pair-wise Accuracy (%)
JNB CPBD Q 4DoM

DocSharp 73.0 51.1 88.1 82.6
LIVE 99.7 99.3 99.5 97.0
CSIQ 96.0 96.3 99.6 92.3

Table 3. Computation time in seconds
JNB CPBD Q 4DoM

DocSharp 33.63 55.46 12.36 3.91
LIVE 2.25 1.05 0.88 0.27
CSIQ 1.71 0.68 0.66 0.26

human judgements on scene images, indicating that the
relative Q scores are highly dependent on the content
of image and cannot be used across images of different
scenes. The JNB and CPBD method performed poorly
on the DocSharp dataset indicating that measuring edge
width in pixels may be too coarse for the relatively sharp
text edges.

We also compared the accuracy of the methods in
predicting the sharper image of a pair. For DocSharp,
the pairs were formed using different images of same
physical page; and for LIVE and CSIQ, the pairs were
formed using the same photo with different amounts
of blur. Hence, a higher pairwise accuracy is indica-
tive of the ability of the method to choose the best im-
age from multiple shots of same page/scene. The pair-
wise accuracy results obtained on the three datasets are
shown in Table 2. To compare the performance of Q
and 4DoM in predicting sharpness, we performed a
paired t-test comparing the accuracy on the 10 image-
pairs for each of the 27 pages in DocSharp. At the 0.05
level of significance, the results were not significant (p-
value = 0.08303). Thus, all systems performed well
in predicting the sharper image for pairs of scene im-
ages, while both Q and 4DoM performed better than
JNB and CPBD on the DocSharp dataset and similarly
to each other. A slightly lower accuracy of 4DoM on
scene images may be due to the fact that the pooling of
sharpness scores across whole image is not done per-
ceptually like JNB and CPBD. Also, the 4DoM score
is more sensitive to edges with small widths as observed
in text regions.

We compared the average time it took to process
one image in each dataset using the different methods.
A 64-bit 2.83 GHz Intel Core2 Quad Windows 7 ma-
chine with 4 GB of memory was used for all com-
putations. Each method and dataset combination was
run three times and the median of the average time (in
seconds) per image is shown in Table 3. Note that
4DoM is significantly faster than Q, JNB and CPBD.

Unlike the JNB and CPBD method, our method does
not require computing multiple time-consuming expo-
nentials, Canny edge-detection, or counting pixels for
edge-width computation. The SVD coherence compu-
tation in Q is computationally expensive making the
method slower as compared to our method.

Of the four tested sharpness measures, 4DoM was
the most computationally efficient and the only method
that performed well on correlation measures for both
document and natural scenes, which makes it the best
measure for use in document capture applications that
require speed and accurate ranking, such as determining
instantly whether a captured image on a mobile device
is sharp enough. In contrast, JNB and CPBD performed
poorly on DocSharp, Q performed poorly on LIVE and
CSIQ for the correlation measures, and all three mea-
sures were noticeably slower.

4. Conclusion
In this paper, we presented a method for estimat-

ing the sharpness of images containing text which also
performs well on day-to-day photos of scenes. Our
method takes into account several characteristics of text
which are not captured by existing methods developed
for scene images. Our results on the DocSharp dataset
noticeably outperformed the existing perceptual-based
methods, and performed competitively on scene im-
ages. Furthermore, our sharpness measure is easy to
implement and computationally efficient.
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