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Abstract may need to access objects outside its organization

Thus, upon demands from the current applications, a

We propose a new overlay network, called Generic Organization is affiliated with some other orgafiaas
Identifier Network (GIN), for collaborative nodes t Such thata node in it can remotely access obirdts
share objects with transactions across affiliated 2ffiliates. However, as those application demands a
organizations by merging the organizational local transient, e.g. regulated by mutually agreed pesicr
namespaces upon mutual agreement. Using localcontracts [25], the on-demand affiliating betwebeirt
namespaces instead of a global namespace can avoi@ganizations will not be persistent. In additiobjects
excessive dissemination of organizational inforomati ~ €an have mobile locations due to dynamic authoring,
reduce maintenance costs, and improve robustnes§aching, or replicating. Thus, we are focused om tw
against external security attacks. GIN can forward facilitate remote access to mobile and transiefgai®
query with an O(1) latency stretch with high N dynammally affiliated organizations, with a kadale
probability and achieve high performance. In the and efficient query-forwarding algorithm.
absence of a complete distance map, its heuristic W€ assume that each object is assigned a character
algorithms for self configuration are scalable and String as its “name” that is the key for a queryimmle
efficient. Routing tables are maintained using-stite {0 find the object on the network. Thus, a namespac
mechanisms for fault tolerance and adapting to for all available objects in the affiliated orgaaiions
performance updates of network distances. Thus, GINshould be maintained, where the object names dye on
has significant new advantages for building ancefit significant locally in those affiliates. This isfidirent
and scalable Distributed Hash Table for modern from using a global name service that assigns each

collaborative applications across organizations. object, for example, a Uniform Resource Identifier
(URI) [3], which is either a Uniform Resource Loaat

(URL) or Name (URN). Using a URL tightly binds the
object access point to the hostname written irliRé,
while using a URN avoids such binding but requies

" namespace identifier that must be globally unique.
CQRBA [15] and DCOM [12].’ facilitates - remote Both thpe URL and URN schemes nee%l Domxf';lin N(?;lme
object access, where collaborative nodes can make %ystem (DNS) to retrieve the IP addresses of the UR

remote procedure call for accessing an object (also -
P >SIng. J ( hostnames, and the dedicated URN name resolvers for
known as web resource or service) installed at each

other as easily as accessing a locally installgécob a namespace identifier, respectively. Unfortunataly

Those nodes are typically installed in clustersheafc recently reported in [16], the currently deployeN$

) o : servers have severe load-imbalance, resulting or po
which represents an organization, e.g. business

: . X lperformance and scalability. Caching among the DNS
corporau_o.ns, gqvernn;entl.f,, sp?qall-purpose/mteres servers also has low coherency upon updates [D/]. T
communities, regions of online multiplayer gamex] a . :
peer-to-peer (P2P) file-sharing systems [6][7][24]] address these problems, it has recently been adbca

An organization is autonomous for managing its nodethat a global name service should be implemented
gan . . ; . ging using the emergent Distributed Hash Table (DHT)
and object installation including location and

. : approaches [8][10][20][22][23], which initially aied
replication, Lor high performance, fﬁult tolerance, at supporting P2P file-sharing systems on largéesca
security, authorization, etc. Despite the autonomy,
node collaborating with other nodes in a decerzedli For example, CODONS [21] was proposed as a DNS

transaction—e.g. by Web Service Choreography [5], Orlmplementatlon using Beehive [20], which is a DHT

; ) with proactive caching. A four-layer Internet namin
Business Process Execution Language (BPEL) [1]_architecture [2] was proposed using DHT technolegie

to allow objects to have a globally unique afhat

t The work was previously finished in Computer SceDepartmer name. These global name services can provide high
at University of California, Los AngeleUCLA).

1. Introduction

Modern middleware, such as Web Services [4],
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performance and scalability in answering querieseta

on DHTs.

agreement for sharing objects, while the autonoony f
managing internal objects is preserved at all tinies

However, deploying a global name service for local provide scalability and efficiency, we also advecat

objects in a set of affiliated organizations hagesal
drawbacks. First, it excessively disseminates taen

that a local name service be implemented in a DHT
approach. However, in addition to those functioms f

registrations across orthogonal namespaces each ofupporting P2P systems, our approach—called Generic

which belongs to a set of affiliated organizatiovieere

Identifier Network (GIN)—supports dynamic creation

nodes never access external objects. This excessivand removal oadmin linksfor affiliation-relationships.

dissemination results in high overhead for mairitejn

In general, an admin link connecting two nodes show

the namespace, and violates the privacy policias th that the two nodes participate in the same namespac

typical in practice, disallow unnecessary inforroati

Thus, admin links are used to connect nodes ireside

leakage. Second, subscribers to a global namecservi organization for clustering as well as nodes ifedént

are often required to pay fees for service mainteaa
and management, while self-installing a local name
service makes economy. Third, it is more diffictdt

organizations for affiliating.
For example, referring to Figure 1, there are 3 set
of affiliated organizations. Although it is typicdr an

generate an object name with global uniquenessisand organization to reside within one local area nekwor
unnecessary when local uniqueness suffices. Finally (LAN), two or more organizations may coexist in one

relying on a global name service poses securisatisr

LAN, either affiliated or not, while one organizati

to those organizations when the global name seisice may have its nodes distributed in multiple LANS hwit

vulnerable to attacks.

admin links connecting those nodes. Therefore, the

Thus, we argue that an organization should insteadtopology of the admin links in a GIN does not rdvea

employ a local name service for addressing itgrirate
objects for its own applications, and that if nyiki
organizations are affiliated, their local name g=mry

which node belongs to which organization, though an
admin link can be annotated with a high link-cdst i
affiliating two organizations. Note that the adniitks

should accordingly become merged to reflect a ntutua in GIN are allowed to form a loop, e &h-c-d-e-a, for

Two clusters that are
e unaware of each other

Wide Area
Network

== Administrative link

Figure 1. Admin links between nodes

Other Channel
or Repository

Putid(X) and
X's description

Getid(X) and
X's description

Choose to read
or write objectX

Query

GIN Overlay

Figure 2. Object registration and query

fault tolerance and ease of maintenance.

Based on the created admin links, GIN dynamically
create some other overlay links to facilitate lowgtan
object by its object name. Like other DHT approache
a predefined hash function is deployed to genesate
fixed-length Object Identifier (OID) from each obje
name such that an OID has a pseudo-random numeric
value. Then, an object registers its OID at itstihgs
node so that an application process (AP) can uge an
node in the same namespace to send a query fgr it b
specifying its OID. Objects can be mobile sinceegbj
names and OIDs need not contain any information for
the hosting nodes’ network addresses.

For example, referring to Figure 2, an obj&cts
registered at a nodeby an Insert command so that
acquires explicit access &, which can be exercised
on behalf of a local or remote APr€an update or
retrieve the contents &f, trigger some actions oxy or
simply deliver an event or a messagextarhen, node
y is called thehost of object X, and is denoted by
hos(X). The OID ofX is denoted byd(X). In GIN, an
objectX is allowed to have multiple replicas that share
the same OID, i.ad(X), registered at different hosts. A
query forid(X) from the issuer, i.e. the node issuing the
guery on behalf of a querying AP, is sent to on¢hef
hosts ofX, and the query is likely to be received by the
host nearest to the issuer.

Our approach shares many desirable properties with
other DHT proposals. Suppose a namespace invalves
nodes andd(n) objects where a node hé&{l) admin
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links. Then, the average routing table siz&{g n)

per node with high probability, which is scalalfiénce
the overlay links in GIN are built with the awarsaef
node locations, like Tapestry [8] and Pastry [23tan
provide a latency stretch as low@§l) in forwarding a
query with high probability. Its overlay networksslf-

configurable, and resilient with soft-state tecluss,.

write the address of a nodesx.

The routing tables at those GIN nodes contain two
data structures: links, anobject pointers An object
pointer [OID, host] means that an object with 64D
has been registered at that host. In this seotienwill
describe how to use the data structures to findiject
with a specified OID, and how to maintain theseadat

Nonetheless, unlike other DHT proposals, GIN can structures dynamically.

dynamically adapt to the performance updates afeho
link-costs that are typically dependent on the tnd-

2.1. Basics

end transmission delays between nodes. In addition,

two GINs withn; andn, nodes if; < n,), andO(n,;) and
O(ny) objects, respectively, will merge (n; log ny)
messages if; << n,, or O(ny) otherwise, on average
with high probability. This implies that insertimgnew
node into a GIN witin nodes take®(log n) messages
only. Partitioning a GIN and removing a node regquir
similar numbers of messages to those for mergirgg tw
GINs and inserting a node, respectively.

2. GIN Infrastructure

Each node, say, is assigned a random but unique
Node Identifier (NID), denoted bigl(u). The OID and
the NID share the same format with a fixed numlfer o
bits, e.g. 128 bits. NID’s and OID’s are all coresied
pseudo random, typically generated by a hash fomcti
that takes as input the text string of the nodelgect
name, properties, or contents, and outputs a hadé c
equally likely to be any in the range of possitddues.

A node can send and receive messages to and fro

any other node through an underlying network. The

underlying network defines a set of network address
assigns each node a unique network address, and

Both the OID and the NID haJex b bits, whereb
is a small integer anldis the number ofevels Assume
thatl = @ (log n) wheren is the total number of nodes,
e.g.,b =4 and = 32. Both the OID and the NID hale
x b bits.

Refer to Figure 3. For each levek 1, 2, ..., we
define thedigit of an ID (either an OID or a NID) to be
the number represented in binary by thbdeits from
bit (k — 1) x b to bit k x b — 1, where the bits are
indexed in order from left to right, starting with This
digit is the “routing goal” at levelt, and is denoted by
d(@ k) for an identifierg Note thaig(id(x), k) is briefly
written asg(x, k) for a nodex, andg(id(X), k) asg(X, k)
for an objeciX.

We define theprefix of an identifiergat a levek to
be the ordered sequence of the fikst 1 digits ofg
which is denoted bp(g k). Similarly, p(x, k) = p(id(x),

k) for a nodex, andp(X, k) = p(id(X), k) for an objeci.
Note thatp(g 1) is always a null prefix, denoted by

at contains no digit, angh(¢g | + 1) = @ for
convenience. For an identifié whenp(8, k) = p(@ K),

we say thatd matchesp(¢ k). Clearly, all identifiers

capable of delivering a message from any node yo an matche at level 1, while a node is the only node with

other node that is identified by its underlyingweitk
address. (We write “address,” “network addressd an
“underlying network address,” interchangeably.) The
underlying network is typically a transport-layeatal
transmission service, e.g., TCP. Thus, the nodeeadd
in GIN can be a combination of its IP address aG&# T
port number for the TCP socket. GIN identifies a&o
by its node address and uses a node address tdaefe
any remote node. When the context is clear, welgimp

(k—1)xb

(k — 1)xb bits

—

p(¢ K) 9@k

kxb-1

bit 0 Ixb-1

b bits

@

Figure 3. The level-k prefix and digit

an NID matchingp(x, | + 1). In addition, for a prefixx
at levelk and for a digitd, we write aoto refer to the
prefix at levelk + 1 such that the firdt — 1 digits arex
and thek-th digit is d.

For a levelk prefix a, we define thelassof a (also
called thea-class) as the set of all those nodes with an
NID matchinga. The a-class is denoted b§(a). For
convenience, the class of a pref{g K for an
identifier @is denoted byC(¢ k). Similarly, C(x, k) =
C(id(x), k) for a nodex, andC(X, k) = C(id(X), k) for an
object X. Clearly, two nodes in the same class of a
levelk prefix are contained in the same class at any
level j < k. In addition, since NID’s are random, the
average number of nodes in a class at lével 1 is
expectech x 27°*¥ only 1/2 of the number at levé
for k = 1, while the class of the null prefixcontains
all nodes. For a node C(x, | + 1) only containg since
id(x) is unique.
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However, since the expected cardinalityGfig k +
1) isn x 27°*X whenk is small, recording(g k + 1)
in the routing table at a node is not scalable—tbtm
algorithm should only take into account a subseZ(gd
k+ 1) at a node.

Thus, respect to an Ol@pand a nodeg, we define
thescopeS(k, J) locally aty for each levek =1, 2, ..I,
whered = g(¢ k) andSk, J) is a subset oE(¢g k + 1)
such thatS(k, J) contains those both iG(¢ k + 1) and
somehow known ta. As will be described in 2.k,
J) is updated such that the nearest nodé(ip k + 1)
to x can be contained I8k, o) while the average
cardinality ofS(k, d is O(2"), with high probability.

Uy Up

Uo ot
Oﬁ%@ i S

OID in digits: .%s...9
Figure 4. The forwarding chain of F-links

the routing table at is assigneg, while in the routing
table aty, a variableV(k) is maintained for all levet-
F-links ending ay and thus contains the addresscof
Note that a node only hasx 2° different F(k, J)
variables, and it also haglifferentV(k) variables each
of which could contai®(2") node addresses.

In the absence of a complete distance map between Finally, for any levek prefix a, we define the

nodes, a node will periodically estimate its networ
distances to those nodes recorded ifits J) for anyk

fabric of a as the subgraph where the vertices@®@
and the arcs are all those lekdHinks between nodes

andd. The network distance (i.e. the link cost) between in C(a). The fabric ofa is also called ther-fabric. If

two nodesx andy is denoted byl(x, y), and is typically

the a-fabric contains only one node, forwarding a

measured half as the round-trip delay for a probing query in this fabric always reaches the destinatiost

packet that bounces betwegrandy. A node caches
the measured distances in a partial distance mép at
local memory, and periodically updates these déstan
We assume that(x, y) = d(y, X) = 0, andd(x, y) = 0 iff

x is y.! In addition, ify is unreachable from for any
reasonx resetgl(x, y) to infinity. Periodically updating
d(x, y) at x incurs little overhead since nodes in

distributed systems typically need to exchange keep

alive messages periodically.
Each link belongs to a level; there are two types o
links: | (informative) and F (forwarding). An I-linat a

directly (if it exists). Thus, the fabric of a lomgprefix
with the firstk — 1 digits equal ta@r is never needed in
routing and thus not maintained. Therefore, with
nodes in GIN, each node would likely be contairned i
only O(log n) fabrics.

2.2. Handling Objects
An object X registers its OIDOd(X) at hos{X) that

will distribute anobject pointer[id(X), hos(X)] to a
limited number of nodes such that it is efficiemda

level k indicates that the nodes at the link endpoints gcajaple to reply to a query fa(X). If id(X) has a set

consider each othereighborsat levelk. All neighbors
at a levek must share the same leeNID prefix, and
will exchange the routing information for tlketh NID

of replicas |1 = 1, 2, ...}, thenid(X), hos(X))] is so
distributed for eaclX;.
Referring to Figure 4, the object pointer of aneaibj

digits via the corresponding I-links. A node uses a x s forwarded along F-links. For convenience, we

variable I(k) in its routing table to record all of its
levelk neighbors. Note that there are ohldifferent
I(K) variables, i.e. fok = 1, 2, ..l, while each of these
variables could contai®(2°) node addresses with high
probability, assuming that each node li¥4) admin
links.

On the other hand, an F-link is directional, and is
associated with a digid. The F-links actually provide
some chains to forward queries and OID registration
For each digit at a levek, an F-link from a nod& to
a nodey indicates thax considery thenearestode in
Sk, J). To represent this F-link, a variabi€k, J) in

! Sinced(x, y) is typically half the round-trip time between roxd
andy, and since an AP that sends data on top of thepmat layer,
e.g. by using TCP/IP, it is reasonable (and typicalDHT
approaches) that the network distances are asssyneghetric in
opposite directions. In addition, to obtain analytesults, it is
typically assumed by DHT approaches that for angetmodes, v,
andz, d(x, y) +d(y, 2 2 d(x, 2).

define & = g(X, k) for eachk = 1, 2...I. Then, [d(X),
hos(X)] is forwarded along a chain of nodesi;U,...u,
whereug = hos(X), and fork = 1, 2 ...I, u = F(k, d)
recorded ati_;. Each node in the chain stores a copy
of [id(X), hos(X)]. If a nodeu,, finds thatF(m + 1, &, +
1) is null, the forwarding pauses at this node, \wilit
resume if late=(m + 1, &,+ 1) becomes non-null. In
addition, for eactk O {0, 1, ... m — 1}, u, multicasts
[i[d(X), hos(X)] to each nodes 0 Sk + 1, & + 9)-
However, nodes only stores a copy ofd(X), hos(X)]
but does not forward it. Finallyy, sends if(X),
hos(X)] to the noder = F(m + 1, ), whered’ is the
smallest digit such thd(m + 1, 9) is non-null;r is
called the root node adl(X), denoted byoot(X). Each
node will discard duplicate copies of an objecinpai.

To withdraw an objecK, hos{(X) reuses the same
forwarding chain (via F-links) that has been used f
registering X as in Figure 4, to send an “object-
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withdrawal” message that will remove all existing
copies of the object pointeid[X), hos{X)]. Similarly,
the object withdrawal message is multicast to nades
Sk + 1, & 1) by ug after thek-th hop, and finally sent
to root(X).

A query message for an Olis also forwarded via
the F-links. Refer to Figure 4 again, with indicating
the query issuer, and = g(¢ k) for eachk = 1, 2...1.
Then, starting fronk = 0, u, searches in its memory to
find an object pointerg h] that matchesz whereh is
the host with minimati(uy, h) if more than oned h] is
found. If a match is foundy, forwards the query th
that will access an objet with id(X) = gand reply to
Uo. Otherwisepy checks the current value Btk + 1, &
+1) atit. If the current value is non-null, forwards the
query to the next node ., = F(k + 1, &, 4. If the
current value is nully, forwards the query to the root
noder =F(m+ 1, 0) whered’is the smallest digit such
thatF(m + 1, 9) is non-null. However, if is u itself,
uy alternatively notifies, of an access failure.

2.3. Handling Links

Without a complete distance map between nodes,

we design a heuristic algorithm that uses only albm
and limited number of distance estimates to constru
F-links. Based on the assumption that the levelkti¢

is a connected graph, the heuristic algorithm camue
that all fabrics be connected graphs, and nearsode
a fabric be connected, with high probability, binks
while the F-links be created properly.

Referring to Figure 5, the heuristic algorithm werk
recursively—given any leved-l-links, the F-links on a
level k will be created via those I-links while the I-limk
on levelk + 1 will be created via the F-links on level
It starts with the level-1 I-links, i.e. admin ligk

Specifically, based on the fabric of a lekeprefix

Figure 6. The advertisement for the nearest
onode is forwarded via I-links.

u

Figure 7. Choosing the nearest &node

Figure 8. Creating proper F-links

level k + 1. The dynamics of the algorithm is shown
chronologically, starting from Figure 6 to Figuré,1
with explanations in the text.

Figure 6 shows a fabric at levk| of an arbitrary
prefix a, where only nodes in clas3(a) and I-links
between these nodes are shown. Now, we consider an

a, we show how (and by what messages) those nodedrbitrary digitd. Then, anyd-nodeyv, i.e. withg(v, k) =

can create proper F-links respect to a digiThen, as
those nodes with th&th NID digit equal tod are
called the o-nodes, we show how thos&nodes in

o, is drawn in black, while all the remaining nodes
in white. Following the algorithm, eactrnodev is
required to advertise the fact thgly, k) = 6, via all I-

adjacent regions can create new I-links on the nextlinks by whichv is connected. The advertisements are

Level 1

Level z

Figure 5. The recursive manner in creating
the F-links and I-links

denoted by dashed arrows. A receiver of an
advertisement from now knows that at leved, v is a
o-node, andi also knows that very likely is nearu,
relative to otherd-nodes. Theny obtains the distance
estimate ofi(u, v) if that has not been measured or the
last measurement has expired.

Referring to Figure 7, ifi has received two (or more)
advertisements for differerd-nodes, e.gv and Vv, u
selects the nearest one. Wheneaveselects (either for
the first time or as an update) the neadesbde, say,
thenu will forward the advertisement for(denoted by
dashed arrows in Figure 6) via alk I-links in the a-
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Figure 9. The Acquaint messages from
boundary nodes to &nodes

O‘<
@)

Figure 10. The Acquaint, Hello, and Advise
messages in creating an I-link

fabric but avoid loops. In facty maintains variabl&(k,

0) to record the set of nodssvhichu is aware of with
o(s, k) = & In addition,u constantly updates variable
F(k, 9 =v O gk, 9) such that(u, v) is minimal, and if
V # U, U sends a Vote messagevteo thatv addsu into
v's variableV(K) that records all those nodes selecting
as the nearesknode. Note thag(v, k) = o. Moreover,
the two entriesy in u's F(k, d) andu in v's V(K), in pair
represents an F-link from to v on levelk for digit &

In the mean timey utilizes its I-links to send all its

Figure 11. I-links created at level k + 1 by
messaging in a level-k fabric

Referring to Figure 9, consider those I-links (in
thick lines) that are crossed by boundary linese Th
nodes (always in pairs) connected by such I-lintes a
called theboundary nodeghat play the key role in
creating new I-links at the next level. Referring t
Figure 10, we take a closer look at two boundaigeso
x andy in the fabric of a levekprefix a, wherew and
z are thednodes for a digito. Clearly, a boundary
nodex receives two (at least) Advertise messagesvfor
and z, respectivelyx can infer that botlw andz are
nearx in this a-fabric, and thusw andz are near each
other in theao-fabric where they are both contained.
Supposex setsF(k, 9 = w, x sends an Acquaint
message (marked by 1) # so thatw will create a
next-level I-link withz in the adfabric if z O I(k + 1)
atw, i.e. addz into I(k + 1) and send a Hello message
to z (marked by 2) so thatwill also addw into Zs I(k
+ 1). The newly created I-link will then be exptaitby
w andz to exchange Advertise messages for NID digits
such ag(w, k + 1) andg(z k + 1) for F-links in thexo-

neighbors an Advertise message so that the receivefabric. Therefore, referring to Figure 11, eachr i

will know v with g(v, k) = o. On the other hand, as
receives another Advertise message for a nodd-(k,
0) with g(v', K) = J, u checks ifd(u, V') < d(u, F(k, J)).
If so, u sends a Veto message to the nedd-(k, J) so
thatv will removeu from V(K); then,u updates=(k, J)
=V and sends a Vote message'tso that' will addu
into its V(K). Otherwise, sincé(u, V') = d(u, F(k, J), u
alternatively sends an Acquaint messagey,tavhich
will soon be described.

acquaintedo-nodes will create an I-link at the next
level k + 1. Note that duplicate I-links (with the same
node addresses on both ends) will not be created.
Each node periodically updated(x, y) iff y O S(k
9) for any k and anyd at x. Updatingd(x, y) could
possibly updatexX's F(k, J), and generate Advertise
messages to alter some F-links and I-links elsesvher
a Detach command removes a level-1 I-link between
andy, bothx andy delete the entries for each other

Then, referring to Figure 8, every node including from S(k J) for eachk and eachd, and setl(x, y) = .

any &node eventually selects its nearéstode (ad
node always selects itself), and creates an Fttirthat
onode (drawn in an arrowed thick line). Note that t
keep Figure 8 from becoming too cluttered, onlystho
F-links pointing to thed-node on the upper left corner
are shown, while the F-links to othémnodes are not,
but Figure 8 does show certain boundaries whichnfor
a partition of the nodes: In each region definedh®age
boundaries (drawn in dashed lines), the F-linkslbf
nodes point to the samEnode.

Since the heuristic algorithm is based on the admin
links that are created by AP’s, if the admin I-bn&f a
nodex connectx to distant nodes but no node nearby,
other links might also be created improperly. Thars,
optional remedial action can be taken to optimize t
link topology by sending an Advise message (marked
by 3 in Figure 10) fromv to each nodg* [ V(K), with
a probability, to check idl(y*, 2) <d(y*, w).
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2.4. Soft States and Fault Tolerance

A node constantly probes other nodes via I-links

and F-links, to detect node failures. All entrigs i
variablel(k), Sk, J), F(k, ), andV(k), as well as the
object pointers, are maintained in soft states.eAtry
expires if it has not been renewed by a timeouanlf
entryx O Sk, J expires where = F(k, d) for somek

and ¢, thenF(k,  must be updated by the new nearest

node ingk, ) \ {x}, which may change other I-links
and F-links. The timeout should be selected cdseful
to achieve high performance in applications. Threaid
soft-state timeout, regarding the overhead of rethew
and the timeliness of failure detection, may beénas
long as the renewal period.

Using soft states in the routing tables improvestfa
tolerance, and significantly reduces the overheadnwv
a GIN overlay is to be partitioned if two organinat
terminate their affiliating-relationship, e.g. foontract
expiration. Then, an object pointer to an objea ab-
longer-affiliated organization can easily be renbby
timeout since it will not be renewed any more.

3. Analysis Results

Theorem 1 (Resiliencg Given that the admin links
are created such that the level-1 fabric is a cctede
graph, all fabrics become connected graphs.

Theorem 2 (Fabricg) With n nodes, there are up to
2n — 1 fabrics maintained in GIN.

Theorem 3 (Memory UsagpAssume that there are
n nodes withO(n) objects and each node héXl)
admin links. Then, the average routing table sige p
node isO(log n) with high probability.]

Theorem 4 (Merging Complexity A merging of
two GINs withn; andn, nodes, and)(n;) and O(n,)
objects, respectively, requirg¥n;) total messages on
average with high probability, &g < n, andn, = O(n,).
However, if insteadh, << n,, a merging require® (n,
log n,) messages.

Theorem 5 (Routing Efficiency The forwarding
path of a query has @(1) latency stretch with high
probability[]

Consider that a nodgissues a query for an OI@
and the host of an objextwith id(X) = greplies toy,
with a latencyL. Then, thestretch of the access path
fromy to X is defined as

L

2xd(y, host( X))
wherelL is the roundtrip time, and the processing time
for hos(X) to acces¥X is ignored. Thus, the stretch is a
ratio that indicates the efficiency in forwarding a
guery—a smaller stretch indicates higher efficiency.

<— Publishing path
—s> Querying path

Figure 12. Overlapping of the querying and
publishing paths in GIN

Referring to Figure 12, the publishing path and the
querying path in GIN would overlap with high
probability at a node at a network distance that is
comparable to the distance between the query issuer
and the host of the queried object. Since the
overlapping node has a copy of the object poirter,
query is immediately sent to the host address ab th
the overall latency in forwarding this query is aals
comparable to the network distance between theyquer
issuer and the host, that is, it ha®@) stretch, with
high probability. This routing scheme is similartte
PRR scheme of which the achievéql) stretch has
been formally proven in [19].

4. Simulation Results

Refer to Figure 13 for three underlying networks in
our simulations where the participating nodes are
initially clustered in the local area networks (LAN
and extra admin links will be created between LAN’s
The number annotating an arc between two LAN'’s is
the network distance (i.e. the propagation delagrof
message) between those two LAN'’s. The network
distance between any two nodes in different LAN'S i

(b)

500 Lij 1000 @
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(o]
20000

Figure 13. Underlying network topologies
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4 ms plus the shortest path delay between their’sAN

In addition, the network distance between any two
nodes in the same LAN is 2 ms. We assume that each
node spends 1 ms at processing each GIN message, or
accessing a locally registered object (as a haudlhmay

an incoming query for the object). In all simulaisob

=1 or 4, =32, and the Advise probability = 1/3.

(#) sebessapy

4.1. Merging Complexity

We design two separate simulations on the same
underlying network topology in Figure 13(a) but twit
different chronological orders in creating the aalmi
links such that the merging conditions are différém Figure 14. The simulation result of merging
the first simulation, two GINs in similar sizes rger two GINs and creating a loop
into one. In the second simulation, a smaller GARK
fewer nodes) merges with a larger GIN (with more
nodes). Note that the total numbers of all nodedh@
two merging GINs) in both simulations will be equal
We setb = 1 in both simulations.

Here we describe the first simulation. Initially Gt
sec, the simulation generates 300 nodes each chwhi
is placed in a randomly selected LAN (i.e. the loca
cluster). Then, each node randomly chooses another
node in the same LAN to create an admin link whit t
node. Then, at 1 sec, for each pair of LAN’s cobedc

Time (Sec)

(#) sabessapy

in a solid line, we randomly choose one node from Time (Sec)
each LAN, and create an admin link between those tw Figure 15. The simulation result of merging
nodes. As such, two GINs are initially created, lavhi two GINs in different sizes

all generated messages are recorded. In the sionlat
no messages are generated after 20 seconds—i.e. theetwork topology and with the same number of nodes
routing table contents at all nodes have convesgell  as in the previous simulation, the admin links firs t
become stable by 20 sec. simulation are created in a different chronological
Then, we create two extra admin links: One is to order. A larger GIN is initialized with the nodes all
make the two GIN overlays merge, while the othéois LAN’s excluding LAN 8, while a smaller GIN is
later create a loop in the merged GIN overlay. Tgat initialized with only those nodes in LAN 8. In atldn,
at 50 second, we first create an admin link between  the admin links between LAN’s are created at 1 sec
nodes that are randomly selected from LAN O and 6,except that the admin link between LAN 2 and 8 will
respectively. Then, at 100 second, we create ttense  be created at 50 sec. It is observed that thengtible
admin link between two nodes that are randomly contents converge by 35 sec (compared to 20 siein
selected from LAN 3 and 4, respectively. previous simulation) since the larger GIN has agén
Figure 14 shows the simulation result in a three- network diameter; then, the admin link created &ist
dimensional diagram where the x-axis is the tirhe, t 50 sec makes the two different-sized GINs mergee No
y-axis is the level with which a message is assedja  that we do not create a loop in this simulation.
and the z-axis is the number of generated messages  Figure 15 shows the second simulation result in a 3
each 1-second interval on a level. We categorize th dimensional diagram similar to Figure 14. Compéaned
generated messages by different levels to show thghe previous simulation, the total number of messag
recursive behavior of our algorithm. Clearly, ciegt  generated for the created admin link at 50 sec is
an admin link (i.e. an I-link on level 1) results a significantly lower. We conclude that the number of
sequence of messages that climb up the levels—as thenessages generated for merging two GINs depends on
F-links are updated at a level, some I-links agated  the number of nodes in the smaller GIN. Howeveg, th
at the higher level and trigger more updates ofRhe convergence of the merging still takes approxinyatel
links there. 38 seconds in Figure 14 and 30 seconds in Figure 15
Now, we describe the second simulation where two Thus, the convergence time depends on the undgrlyin
GINs in different sizes merge. On the same undwglyi
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Figure 16. Simulation results of the runtime ! 5
convergence of average routing table size 2 I
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90 - Stretch
%] Figure 18. Simulation results of query
707 stretches withb=1and b =4
2 60 .l
2 50 .V wheren is a variable chosen in a range from 150 to 450,
el “S with b = 4, using the underlying network topology
< 404 X1+V+S . . . .
= shown in Figure 13(c). In those simulations, we
" /_/*/r—-/'—”/ initialize the nodes and the admin links at 0 sed
207 then we record the cardinalities (or sizes) ofl),
e R S U V(K), andS(k, J) variables at run time.
0 ‘ o The results of the first 2 simulations are shown in
100 1000 Figure 16 and the last in Figure 17. Note that Ithe
" series is for the average number of entries in(R)is
Figure 17. Simulation results of the average variables per node, recorded at the end of each 1-
routing table size for variable n second interval. Similarly, thé-series is for alV(k)'s
. Lo . . per node, and th&series is for alSk, J)'s per node.
network diameter §_5|m|(;ar| in these two simulatiofts) In Figure 16, since no more messages are generated
message propagation defays. after 8 sec in both cases, the routing table ctsiten

In addition, we ca_tegorize the messages by tyf, an converge and the sizes become stable. It can be see
observe that the majority of the generated messages that asn increases 200% (from 100 to 300), the

Advertise, approximately 60%. average number of entries in all these variables
i i increases only 36% (approximately from 53 to 72is |
4.2. Routing Table Size easier to see in Figure 17 (the x-axis on logatithm

] ] scale) that the average routing table size inceeasby
Here, we show the simulation results of the average|ggarithmically withn.
routing table size that is dynamically tracked am r
time, withb = 4 and = 32, for two cases = 100 anch
’ ; 4.3. Stretch
= 300, wheren is the total number of nodes. We use

the underlying network topology in Figure 13(a) for Then, we use the underlying network topology in

:h 300, and_Figlur_e 13(b) f(:j" - 100. In a(:di'_[io[]itq Figure 13(c) and design two simulations (with= 1
these two simulations, we design a set of simulatio  ,,qp, — 4, respectively), both with = 300, to observe
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the stretch of the routing latency in processingrias
for objects. Each simulation has all nodes and admi
links initially generated at 0 sec. Then, four aitgeare

[9] B. Karp, S. Ratnasamy, S. Rhea, S. Shenker, “Syprri
adoption of DHTs with OpenHash, a public DHT seeljc
Proc. of the % International Workshop on Peer-to-Peer

registered, each with unique OID’s, and the host of Systems (IPTPS "04feb 2004.

each object is randomly chosen from the nodes iN LA
0, 1, 4, and 5, respectively. For each obpgct200
nodes issue a query fa(X), where 20 nodes per LAN
are randomly selected to do so.

[10]1. Stoica, R. Morris, D. Karger, M. F. Kaashoek, H.
Balakrishnan, “Chord: a scalable peer-to-peer |lpoervice
for Internet applications™Proc. of the ACM SIGCOMM '01
Conf, Aug 2001.

[11]M. Mealling, “Dynamic Delegation Discovery System

The simulation results are shown in Figure 18. The (ppps) - part 4: The URI resolution applicationETF

cumulative distribution functions (CDFs) of thedaty
stretches for those four objects are plotted seglgra
Approximately 90% stretches are less than 20a4,

RFC 3404(STD 1), Sep 2000.
[12] Microsoft, Inc., Distributed Component Object Model
(DCOM), documents online at http://msdn.microsaftné.

and 80% a$ = 4. We conclude that the access latency [13]R. Moats, “URN syntax”,JETF RFC 2141(STD 1),

to an object has @(1) stretch with high probability.

5. Conclusion

We have proposed GIN for collaborative nodes to

share objects across affiliated organizations,watig
their local namespaces to merge upon affiliatihgah
forward a query with a®(1) latency stretch with high
probability and achieve high performance. Its nogiti
tables are maintained in soft-states for faultrtoiee,
with a scalable and efficient algorithm, and adapto
performance updates of network distances. Thusgdt

May 1997.

[14] Napster.com, online at http://www.napster.com/.

[15] Object Management Group, Inc., “Common Object
Request Broker Architecture (CORBA)”, documentsiroal
at http://www.omg.org/.

[16]J. Pang, J. Hendricks, A. Akella, R. de Prisoco, B.
Maggs, S. Seshan, “Availability, usage, and depkaym
characteristics of the Domain Name SysteRtoc. of the
ACM Internet Measurement Conf. (IMC) ;0@ct 2004.

[17]V. Pappas, Z. Xu, S. Lu, D. Massey, A. Terzis, ha#g,
“Impact of configuration errors on DNS robustne$¥pc. of
the ACM SIGCOMM '04 ConfAug 2004.

[18]K. Park, V. Pai, L. Peterson, “CoDNS: Improving DNS

significant new advantages for building a DHT-based performance and reliability via cooperative looKypBroc.

namespace for applications that will collaboratess
organizations with dynamic affiliating-relationship
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